Module 111

Module 3: Random numbers and Monte
Carlo methods
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When we talked about algorithmic complexity, we thought about time, space, and paral-
lelization as fundamental resources. There is another, more subtle resource: randomness. If we
allow our algorithms access to a source of random numbers, we can unlock solutions to prob-
lems that would otherwise be computationally intractable. We can think of the ability to make
a random choice as a computational primitive that, like the introduction of a for loop or an if
statement, fundamentally expands what we can easily achieve. We can trade the guarantee of
a deterministic answer for a high-quality statistical one, designing algorithms that get around
the “curse of dimensionality” by sampling the problem space instead of trying to exhaustively
explore it.

You might worry: if our computers are fun-
damentally deterministic machines, where will
we find a source of random numbers? We’ll start
this module by exploring pseudorandom number
generators (PRNGs), which are deterministic al-
gorithms that aim to produce long sequences of
numbers that appear statistically indistinguish-
able from a truly random sequence. This apparent
limitation is a benefit for scientific studies: by spec-
ifying a “seed” we can get our PRNGs to reproduce
exactly the same sequence of “random” numbers
every time. This means we can both use random-
Figure II1.1: Caravaggio’s The Cardsharps, pegs as a resource and guarantee reproducible re-
depicting the use of a not-so-random num- gy ¢s.
ber generator. (Painting: ¢. 1594. Oiloncan-  with this tool in hand, we’ll cover classic ap-
vas. Kimbell Art Museum, Fort Worth. Im- pjications in physics, ranging from direct use in
age via Google Arts & Culture) estimating numerical integrals to Markov Chain
Monte Carlo (MCMC) methods for simulating particles in space or spins on a lattice. We’ll
close by combining the Hamiltonian dynamics from Module II with these MCMC methods to
build a Hamiltonian Monte Carlo algorithm and apply it to one of the central tasks of modern
science: Bayesian parameter inference.

For a deeper dive into the methods and physics discussed in this module, consider the
following references [2, 3, 49].




Chapter 11

Pseudorandomness and Monte Carlo
integration

What does randomness mean in a deterministic computer, and how can we harness this peculiar
resource to solve concrete problems? We'll first explore the first question by looking at simple
pseudorandom number generator — not because we should ever use it for research, but because
seeing how it works (and how it fails) will help us understand the nature of the tools we’re
relying on. We’ll also see, in a recurring theme, just how close we are to scraping the boundaries
of current research. The second half of the chapter will focus on a classic application that
addresses the second question. There we’ll use randomness to estimate numerical integrals
that might otherwise take the age of the universe to deterministically evaluate.

11.1 Pseudorandom number generators

A true random number generator would be a physical device that draws on a truly unpredictable
process — perhaps one that watches for the radioactive decay of a sample. These “hardware
random number generators” or “true random number generators” have a long history®. Such
devices have value, but (1) they typically produce random samples at a rate that is far too low for
our purposes and (2) by their very nature they are inherently non-reproducible. Instead, we’ll
rely on PRNGs - a combination of data and algorithm that produces a completely reproducible
sequence of apparently random numbers given an initial state. The quality of PRNGs is judged
by how well the output sequence passes a battery of statistical tests: to what extent and in which
ways does that sequence have the properties you would expect of a true RNG?

11.1.1 A simple PRNG: linear congruential generators

At their core, all PRNGs are state machines: they hold an internal state, and each time you ask
for a number they perform some mathematical operation to first update their state and then

90ne early example used a disk spinning at some high rate (which could “if necessary, be made constant to a
high degree of approximation by means of a tuning fork!) in the dark. The disk was periodically lit up so that
a human could try to transcribe the digit they happened to see every three or four seconds. This was a hilarious
method, but it was explicitly and favorably compared with selecting “random” digits from a telephone book [50].
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138 CHAPTER 11. PSEUDORANDOMNESS AND MONTE CARLO INTEGRATION

transform that state into some output. One of the oldest and simplest of these is the Linear
Congruential Generator (LCG) [51]. It generates a sequence of integers with the following
simple recurrence relation:

Xp41 = (aX,, +¢) mod m. (11.1)

Here X, is the current internal state of the generator, and the constants a, ¢, and m are parame-
ters the describe different LCGs. The choice of these “magic numbers” is critical: poor choices
lead to a very poor quality PRNG. An example of such a generator is shown in code block 11.1 -
it uses a modulus m = 232 so that the properties of computer integer arithmetic automatically
handles the modulus operation, but this is just a convenience.

mutable struct LCG

state::UInt32

a::UInt32

c::UInt32

# We'll use a modulus of 2732, and directly use '/  below
end
function LCG()

seed = time_ns() & OxFFFFFFFF

# numbers from ccé65's ‘rand()  function

return lcg(UInt32(seed), UInt32(16843009), UInt32(3014898611))
end

function rand_uint!(rng::LCG)
rng.state = rng.a * rng.state + rng.c
return Int(rng.state)
end
function rand_real! (rng::LCG)
rng.state = rng.a * rng.state + rng.c
return Floaté4(rng.state) / Floaté4(typemax(UInt32))
end

Code block 11.1: A simple LCG. A mutable struct holds the state and parameters of our gen-
erator, and a simple constructor uses (a) 32 bits from the current system time and (b) magic
numbers for a and ¢ (constants taken from cc65’s rand function, released under the zlib li-
cense). The rand_uint! and rand_real functions mutate the state of the LCG, and return
pseudorandom positive integers in [0, 232) and floats in [0, 1), respectively.

The memory footprint of this RNG is small - just a single 32 bits for the state and 64 bits to
hold the parameters - and the operations needed to generate random numbers are extremely
fast. For convenience I've used the computer’s internal time as the initial state of the generator
- in an actual application you would choose a specific seed (or at least have a mechanism for
recording the seed you used). Figure 11.1 shows the result of generating a few thousand real
numbers with this generator. The results in the left panel look reasonable: at a minimum, the
generator uniformly samples the space.
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Figure 11.1: Samples from the LCG in code block 11.1. (Left) 2500 floating point samples,
roughly uniformly distributed in the unit interval. (Center) 2500 integer samples, again roughly
uniformly distributed in the space of UInt32s. (Right) Integer samples modulo small even
numbers, where deterministic correlations in the integer sequence is seen.

Sadly, “uniformly samples the output domain” is not the only statistical property we usu-
ally want. The flaws of this particular LCG are on display when looking at the actual integer
sequence of the internal state. Imagine using it to flip an imaginary coin; one method might be
to assign “heads” to all of the even numbers and “tails” to all of the odd numbers. The result,
shown in the right panel of Fig. 11.1, is highly suspicious (as, indeed, are all of the “modulo
small even numbers” properties of the internal state). Problems like this were particularly
problematic in early uses of LCGs for Monte Carlo problems [52].

11.1.2 Modern approaches

The precise failure mode of different LCGs depends sensitively on the magic numbers that
define them - some have fixed points or short limit cycles, eventually repeating the same output
sequence forever, some have the property of Fig. 11.1, in which not all of the bits of the state have
the same statistical properties, and so on. Better approaches might start with an LCG but add
nonlinearity in the function that maps the internal state to the output, or build nonlinearity into
the state transformation itself. It will come as little surprise, then, that different programming
languages have different default implementations for their rand function.

For isntance, python and many other languages use a “Mersenne Twister” generator [53],
whose internal state and parameters take up a relatively whopping 20032 bits, but which has a
cycle length (the number of output states that can be generated before the RNG repeats itself)
of 219937 — 1. Numpy uses a “permuted congruential generator” [54], which uses a LCG with
a power-of-two modulus but then adds a transformation between the state and the output
to maintain the speed and light footprint of an LCG while avoiding their worst statistical
properties. Julia uses the quite recent Xoshiro256++ generator [55], which takes the 256 bits
of internal state and performs particular sequences of xor, shift, and rotate operations on the
bits. I bring all of this up to emphasize that generation of random numbers continues to be an
active and evolving area of research: there are many competing demands on a PRNG - high
statistical quality, fast, minimal internal state, possibly cryptographically secure — and different
implementations balance those demands differently.
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Do not roll your own RNG

Unless you are actively doing research on pseudorandom number generation, in
your own code just use a well-tested library implementation for your RNG. Many
a scientific “result” in the bad old days was caused by poor statistical properties or
buggy implementations of a RNG.

11.1.3 Reproducibility and Seeding

As mentioned in the module introduction, the fact that PRNGs are deterministic should be
viewed not as a flaw but an essential feature for scientific computing. By controlling the initial
state, or “seed” of a PRNG, we can guarantee that we will get the exact same sequence of
random numbers every time we run our code.

In practice, if we don’t provide a seed most programming languages will initialize the PRNG
with a source of entropy — a common choice is the one demonstrated in code block 11.1, in
which the current nanosecond count on a system clock is used. This is why a program that
uses this default will produce different outcomes each time it is run. You should think of this
as non-negotiable in your scientific work. You can set the seed for Julia’s default RNG like so:

julia> using Random

julia> Random.seed!(123321)

This will guarantee that the stream of numbers resulting from subsequent calls to rand () will
be identical®®. Explicitly setting the seed - or using a RNG to choose the seed but then recording
the value used - is a basic practice for reproducible scientific work.

11.1.4 Generating non-uniform random numbers

If we were stuck with generating pseudorandom floats and ints uniformly in some range our
toolbox would feel a bit limited. Many physical processes correspond to distributions that
are not uniform, so is there a way to directly sample from some of these more interesting
distributions?

Perhaps the most fundamental method is known as inverse transform sampling. The tech-
nique relies on the probability density function (PDF), p(x), and its corresponding cumulative
distribution function (CDF). The CDF, P(x), gives the probability that a random variable X
drawn from p(x) will have a value less than or or equal to x:

P(x)=f p(x")dx'. (11.2)

% An important caveat is that the implementation details of the RNG may change between due to bug fixes,
speed improvements, or algorithmic changes to Julia. Thus, the stream of numbers will be the same with a fixed
seed on a fixed version of Julia.
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By definition, the CDF is a monotonically increasing function whose range is between zero
and one.

The key insight is that if we draw a random variable X from the distribution p(x), then
the transformed variable y = P(X) will be uniformly distributed in the interval [0, 1]. Inverse
transform sampling runs this logic in reverse: we generate a uniform random number y € [0, 1]
- which we already know how to do - and then transform that into a random number x drawn
from p(x) by calculating x = P~!(y). As long as we can analytically calculate the inverse of the
target CDF, we're done!

A canonical example of this is to generate samples from the exponential distribution. The
probability distribution itself is parameterized by A, and given by

p(x; ) = dle=**, forx > 0. (11.3)

The CDF is found by directly integrating this up to x:
X
P(x) = / le= X dx' =1 — e~ (11.4)
0
Finally, we find the inverse function by setting y = P(x) and solving for x:

y=1l—e? =x :—/llln(l—y).

We now have a simple algorithm: draw a uniform random number and apply this formula. In
code (and using Julia’s built in random number generator), this is as simple as:

using Random
function rand_exp(lambda)

y = rand()

return -log(1.0 - y) / lambda
end

This technique is powerful, but it’s limited to distributions where the CDF can be easily
inverted in closed form. An example of a common distribution without this property is the
Gaussian distribution: its CDF involves the error function, which has no simple inverse. For
this and other distributions, other techniques are required. Common ones involve variable
transformation method (such as the Box-Muller transform [56], which generates pairs of uni-
formly distributed random numbers and maps them to pairs of Gaussian distributed random
numbers) and rejection-sampling methods (which work by drawing samples from simple dis-
tributions and probabilistically accepting or rejecting them to match a target distribution).
Eventually we’ll see that the distributions we’re interested in in the coming chapters are too
complex for any of these methods to work well; for now our key takeaway is that our simple
uniform PRNG can serve as the fundamental building block from which all other distributions
can be constructed.
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11.2 Application: Monte Carlo Integration

We now turn to the second question posed at the start of this chapter: how to use random-
ness to solve a deterministic problem? One of the most classic, straightforward, and powerful
applications is Monte Carlo integration.

11.2.1 The Basic Idea: Throwing Darts

We, in fact, already did this in its basic form in Section 4.3, where we calculated 7 by “throwing
darts” at a unit square and counting the fraction that landed inside an inscribed circle. The first
generalization of this idea is to find the value of a one-dimensional definite integral, f, b f(x)dx,
by computing the average value of the function over the interval and multiplying it by the length
of the interval. The Monte Carlo approach estimates the average by sampling the function at
N points chosen at random uniformly throughout the interval:

b | N
/ f(x)dx~((b—-a)- sz(xi)' (11.5)
a i=1

11.2.2 Convergence and the curse of dimensionality

Why is this a good idea? Mathematically, the central limit theorem tells us that as long as we
have a reasonable, well-behaved functions, the error in our estimate of the average value will
behave like the standard error of the mean of a random sample. As a result, the error of our
estimate of the integral with N samples will scale as

1
Erroryc o« —. (11.6)

VN

This is an error which converges slowly: to reduce the error by a factor of 10, we need to generate
100 times as many samples. This should be contrasted with a deterministic method like even
the simple trapezoid rule. There, splitting the interval into N subintervals (i.e., in a setting in
which we perform the same number of function evaluations as in the MC estimate above), the
error scales as

rror .
E trap. (11.7)

1

Perhaps the question above should have said “Is this a good idea?” The power becomes
apparent when we move to higher dimensions. Consider integrating a polite function over a
d-dimensional unit hypercube, [0, 1]¢. The error in the Monte Carlo approach is still controlled
by the central limit theorem, and has an error which remains O(N = 2). Similarly, the error in
the trapezoid rule continues to be set by the size of the discrete subregions: we have N function
evaluations, but them must be split into a grid composed of M points along each dimension:
N = M¢<. Since the error scales like 1/M?2, we find that the error for our integral scales like
O(N~%4), Said another way: achieving a certain precision in d = 1 with the trapezoid rule
might require N = 10 points with the trapezoid rule and N = 10* points with the MC approach.
To get that same precision in 10 dimensions with the trapezoid rule would require N = 101°
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Figure 11.2: (Left) A narrow Gaussian function (thin line) together with 200 uniformly ran-
domly sampled locations in the unit interval. (Right) The same function, but now the points
are themselves sampled from a Gaussian distribution and reweighted accordingly.

function evaluations, whereas the MC method still needs only of order 10* (albeit with a larger
prefactor, often one which scales linearly with d).

Thus, as d increases, the deterministic method becomes exponentially slower if we try to
maintain the same accuracy. This catastrophically bad scaling in high dimensions is famously
called the “curse of dimensionality.” For typical, well-behaved functions, a dimensionality of
d = 4 is the tipping point where the effectiveness of the deterministic vs random methods
flips. For the extraordinarily high-dimensional integrals that appear in fields like statistical
mechanics, MC methods are not just a better option, they are the only option.

11.3 Importance sampling

The Monte Carlo approach is incredibly powerful, but there is something a bit brute-force and,
perhaps, inelegant about how it uniformly samples random numbers in the interval of interest.
We often know at least some things about the functions we are trying to integrate, and for
functions with sharp peaks or other localized features, the majority of the N samples we use
might be “wasted” in regions where the integrand is essentially zero. Multiple evaluations of
the function in those regions don’t contribute very much to our understanding of the integral,
but they still cost computational time and slow down the convergence.

To be concrete, consider the Monte Carlo integration of a narrow Gaussian function, like the
one shown in Fig. 11.2. With the direct MC method, we randomly sample the value of the func-
tion throughout the unit interval, but only a small fraction of these samples actually contribute
to the integrand. The asymptotic scaling of the error here hasn’t changed, but the prefactor
has gotten massively worse, as our estimate of the integral is dominated by the statistical noise
from the handful of lucky “hits” when we sample in the correct region.

11.3.1 Biasing and re-weighting

We can do better by no longer sampling uniformly but instead focusing our computational effort
where it matters - the is the core idea behind importance sampling. Instead of drawing samples



144 CHAPTER 11. PSEUDORANDOMNESS AND MONTE CARLO INTEGRATION

from a uniform distribution, we instead draw them from a different probability distribution,
p(x), which puts more of its weight in regions where the integrand f(x) deviates from zero.

In order not to let this non-uniform distribution bias our estimate, we rewrite our original
integral like so:

sz%p(x)dx. (11.8)

We can interpret this as the expectation value of the function g(x) = f(x)/p(x) with respect to
the probability distribution p(x). This lets us write our MC estimator as

1 fx)
- Ni=1 p(xi),

Algorithmically, this is straightforward. We draw a sample x; from the “importance” dis-
tribution p(x), and then add the value f(x;)/p(x;) to a running sum. The 1/p(x;) is the “re-
weighting” factor that corrects for the biased sampling by giving less weight to samples drawn
from high-probability regions and more weight to to the rare sample drawn from low-probability
regions. This is visualized in the right panel of Fig. 11.2 — we again draw 200 points but now
from a narrow Gaussian distribution close to our target distribution, and re-weight those points
accordingly. The resulting estimate is, in fact, on average much closer to the correct answer for
a fixed number of samples.

Why is this better? The goal of importance sampling is to reduce the variance in our esti-
mate. A low-variance estimator is one that converges quickly to the correct answer with few
samples, and it can be shown that the variance of our estimator in Eq. (11.9) is minimized with
a particular choice for our sampling distribution:

_ e
pideal(x) - f |f(x)| dx’

This equation says that the perfect sample distribution is the one proportional to the absolute
value of the function we are trying to integrate. In the case where f(x) itself is non-negative, it
even tells us that we could get the exact answer with a single sample!

Remarkable, but also perhaps a bit circular? Of course, that’s only because constructing
this perfect sampling distribution requires knowing how it is normalized, /' | f(x)| dx, and this
is basically the integral we are trying to estimate in the first place. Thus, the are of importance
sampling is not finding the perfect distribution, but to choose a simpler distribution p(x) that
(a) we can easily sample from and (b) mimics the shape of our original function better than a
uniform distribution does.

where Xx; is drawn from p(x). (11.9)

(11.10)

11.3.2 The bridge to statistical physics

This insight leads directly to the heart of computational statistical mechanics. Calculating
a thermodynamic observable for an equilibrium system corresponds to a evaluating a high-
dimensional integral over all possible states of the system. For a system at temperature T, the
probability of being in a particular state u with energy E(u) is given by the famous Boltzmann
distribution,

p(u) o e PEW), (11.11)
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where B = (kgT)~L. Let’s heuristically think of this as the ultimate importance distribution,
provided to us by nature itself. It tells us that the important states - the ones that contribute the
most to any thermodynamic average — are the low-energy states. Our goal, then, is to perform
a Monte Carlo calculation by drawing samples from this distribution.

And yet, for any non-trivial system, the space of possible states is unimaginably vast -
considering a collection of N particles in a box of volume V, every different arrangement of
particles in that volume is its own state. The volume to the power of avogadro’s number is a
terrifyingly large number, and that’s before we say anything about the momentum degrees of
freedom in the system. How could we possibly draw independent samples directly from such
a high-dimensional monstrosity? In a related challenge, the normalization constant for the
Boltzmann distribution is the partition function,

Z =Y ePEW, (11.12)
)%

Sum over all of the immense number of these states? How?

This all seems... hard. How will we perform importance sampling with a distribution we
don’t know how to sample from, and whose normalization constant we can’t hope to compute?
This is the problem that the Metropolis algorithm [38], and the field of Markov Chain Monte
Carlo (MCMC) was invented to solve - that’s what we’ll turn to in the next chapter.



Chapter 12

The Metropolis algorithm

In the previous chapter we ended with a powerful but puzzling idea: the key to Monte Carlo
integration is importance sampling — a way of focusing our computational effort on the “impor-
tant” regions of a problem - and the optimal distribution to use for the importance distribution
is one which already contains information about the very integral you are trying to perform.

For a system in thermal equilibrium nature hands us the Boltzmann distribution, p(u) o
e PEM To calculate any thermodynamic averages for our system we need to draw samples
from this distribution, but how? It is defined over a state space of terrifyingly, stare-into-the-
abyss large dimensionality. We typically cannot even calculate its normalization constant (the
partition function Z), let alone draw independent samples from it

This chapter introduces a solution which is a workhorse of computational statistical physics:
the Metropolis algorithm. This is a brilliant method that lets us generate a sequence of states that,
in the long term, correctly samples from the Boltzmann distribution even without knowing
Z. We'll first develop this algorithm from first principles, and then apply it to canonical model
systems.

12.1 Markov chain Monte Carlo

The conceptual leap is actually to abandon the idea of drawing independent samples altogether.
Instead we will try to construct a random walk — which we’ll call a Markov chain - that explores
the state space of our system. A Markov chain is a sequence of states in which the next state
depends only on the current state (and not any of the states that came before); it is a “memory-
less” process. The challenge will be to design the rules of the random walk so that, in the long
run, the fraction of the time the system spends in any particular state u is directly proportional
to the true probability of being in that state, p(u).

The idea of constructing these memoryless sequence of states goes back to the work of
Markov in the early 20th century [57]. In an early application, Markov analyzed 20000 charac-
ters from the writing of Pushkin’s poem Eugene Onegin [58]. His method was to first define the
“states” of his system - is the current character a vowel or a consonant — and then empirically
measure the probability of moving between them. This creates a transition matrix, T, where
T;; is the probability of transitioning from state i to j.

For example, we can analyize the complete works of Shakespeare to construct the transition

146
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To a e i o u C
From
= 957 1176 12809 404 4429 292 308
312083 312083 312083 312083 312083 312083
e 15519 7881 19777 5527 621 127587
162506 162506 487518 243759 81253 162506
. 4179 5619 297 5166 277 237867
= 136025 136025 54418 136625 27205 272050
o 1178 571 1228 7211 60179 12353
83535 66828 83535 167 670 334140 16767
7 6 5581 594 852 159 124423
217 137795 27559 137795 137795 137795
c 82563 13425 76699 297676 66532 1242688
842369 76579 842369 2527107 2527187 2527107

Figure 12.1: The transition matrix between some vowels and any consonant, as determined by
analyzing the complete works of Shakespeare [61]. The entries of the dominant eigenvector
predict the empirical distribution of vowels and consonants in the source within a precision of
10~7. However, a random walk using this matrix produces samples like: “gsfsaedptoawfjtgxiiz.”
Very poetic, but also demonstrative of the fact that the model captures “equilibrium statistics”
but not the long-range correlations of real language.

matrix shown in Fig. 12.1, which shows the probability of transitioning in the text from the
vowels {a, e, i,0,u} to each other or to any consonant. If we represent the current state as
the probability vector (e.g., the vector {1,0,0,0, 0,0}, corresponding to “the current state is
definitely the letter a”), we can find the probability of the next state simply by multiplying by
the transition matrix. The power of the Markov chain is that is we apply this matrix repeatedly,
the state vector will inevitably converge to a unique stationary distribution — a vector that no
longer changes upon further multiplication by T. This stationary distribution is, by definition,
the dominant eigenvector of the transition matrix [59, 60] and, as Markov showed, it almost
perfectly predicts the overall frequency of vowels and consonants in the text.

This result is both powerful and surprising. As the gibberish in the caption shows, our
simple Markov model has failed to learn much about the actual structure of the English lan-
guage. But it has perfectly succeeded at a more narrow task: finding the correct equilibrium
distribution of the characters themselves. This is an important lesson: the Markov chain may
not be a perfect replica of the system; it is a carefully crafted tool designed to reproduce some
of the correct statistical properties in the long time limit.

The process illustrated above - using a Markov chain to generate samples from a Monte
Carlo calculation of some property - is known as Markov Chain Monte Carlo (MCMC). To
emphasis again: we will construct a simulation in which the state at step n+ 1 depends only on
its state at step n, and not on the full history of the trajectory. The central task will be to define
transition probabilities, T(u — u") for moving from state u to state u’. This set of probabilities
must be carefully crafted so that the stationary distribution of the Markov chain (i.e., the
distribution of states it settles into after running for a long time) is precisely the Boltzmann
distribution.
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12.1.1 Engineering the stationary distribution

We’re making progress, but there are still major questions here. In the case of letter transition
probabilities we just empirically measured the transition matrix - this was a descriptive model.
But how do we turn a similar idea into a prescriptive method, in which we do not just measure
but design transition rules that will guarantee the stationary distribution matches the target? A
full treatment, along with the actual conditions under which this whole machinery will work,
would require a deep dive into the theory of ergodic Markov chains. Instead, we’ll think through
some clear necessary conditions, and the physical shortcut that will make our algorithmic
approach more tractable.

One condition that must clearly be satisfied is the condition of global balance. Suppose you
already have a stationary distribution, in which the probability of observing your system in
state i perfectly matches the true equilibrium probability, which we’ll denote 7;. In order for the
continued application of the transition matrix not to take you away from the stationary distribu-
tion, the total flow of probability into and out of each state must be balanced: mathematically,
global balance corresponds to

2 Tijm = 7 = Z Ty 7y (12.1)
i k

This is a very general kind of “no net flux of probability” condition, but it is in general hard to
use to to actually build the transition matrix.

We can make our life easier by imposing a stricter requirement: rather than having this
global balance of inflowing and outflowing probability, we demand that the total flow of prob-
ability between every pair of states is balance. This detailed balance condition - which clearly
also satisfies the demands of global balance - is

Markov chains satisfying detailed balance are called reversible Markov chains. And indeed,
when modeling physical systems with microscopically reversible dynamics, there is a natural
justification for adopting the additional constraints that detailed balance imposes.

12.1.2 The Metropolis-Hastings algorithm

With that as background, let’s return to our target of studying thermodynamical systems that
can reside in microstates u. Although there is a relationship, the approach we’re about to
outline marks a fundamental shift from the importance-sampling strategy. As we’ll see, the
Metropolis [38] algorithm gives up on the idea of drawing independent samples from a simple
distribution and then reweighting to correct for bias; instead it provides a way to generate a
sequence of correlated samples drawn directly from the correct, complex distribution.

So: the Metropolis algorithm splits the task of constructing the transition rule T(u — u’)
into two steps: a proposal and an acceptance/rejection step. The proposal step selects a potential
new state, u', starting from the current state u. This is done according to some probability
distribution g(u — w'). For many physical problems we have the luxury of choosing simple
symmetric proposal distributions — uniformly randomly picking a spin to flip or a particle
to displace, for instance — and for such distributions we have g(u — u') = g(u’ — w). The
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next step decides whether to accept the proposed state update or not, which happens with
probability A(u — u').

In combination we have a total transition probability of T(u — u') = glu —» u')-A(u — u').
Substituting this into the detailed balance condition for a symmetric proposal distribution gives

Alp = w) _ pW)
A = wp)  p)’

p(u)-glu — u)-Alu - p') = p(u')-gu' = W)-A' - u) = (12.3)
That is: for this subdivision of the problem, imposing detailed balance corresponds to a condi-
tion on the ratio of the acceptance probabilities.

A brilliantly simple choice was made by Metropolis et al.:

p(u’)) ’ (12.4)

p(u)

i.e., proposals to more probable states are always accepted, and proposals to less probable states
are accepted some of the time®” Intuitively, this is a strong starting point: such a Markov chain
can easily get near local minima, but also with some probability escape them and explore the
entire state space.

For our physical system and for nature’s importance function, p(u) = exp(—BE(u))/Z, the
ratio of probabilities is

A(u — ') = min (1,

p(’) _ ze_ﬁE(“,) _ o—BAE
p() _ Z eBPE® '

The partition function which we didn’t know in the first place cancels out, leaving us with a
powerful result: the acceptance probability depends only on the change in energy, which is
often a local and easily computable quantity.

This simple acceptance rule represents an interesting shift in our strategy relative to the
importance-sampling problem we ended Chapter 11 with. There, direct importance sampling
required us to draw samples from a simple distribution, q(u), and reweight them to evaluate an
integral. In the context of computing ensemble averages with respect to a Boltzmann weight,
(A(w)) = S A(u)p(u) du, a resulting estimator would be

1 A(u)p(y;
QLS —(‘;()/fig“ ),

The problem is that, well, we have no good way to draw independent samples from p(u) itself,
and no idea of a good, simple q(u) to sample from instead.

The Metropolis algorithm solves this problem with a very different strategy. Instead of
asking, “How do we choose a reasonable q and then correct for sampling from the wrong
distribution?”, it provides a mechanism for generating correlated samples {u;} that are drawn

9The assumption of a symmetric proposal distribution is the distinction between the original Metropolis
algorithm and the more general “Metropolis-Hastings” algorithm [62]. The Hastings generalization allows for
asymmetric proposals by modifying the acceptance ratio we’re about to derive to include the proposal probabilities,
with an acceptance ratio given in Eq. (13.1).
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directly from the true distribution. It achieves the “ideal” sampling scenario, and our estimator
for any thermodynamic average becomes a simple, unweighted sum:

1 N
Ay » 5 D Aw). (12.5)
i=1

The price we pay is that our samples are no longer independent; this introduces subtleties we
will address in the next section. But with that said, we can now state the complete algorithm
for our Markov chain:

1. Start in state y; with energy E(u;).
2. Propose a trial move to a new state u’.
3. Evaluate AE.

4a. If AE < 0, accept the move: y;,; = u'.

4b. If AE > 0, generate a uniform random number r € [0,1). If r < e~ BAE accept the move:
Uiri = M. If not, reject the move and set u;, = y;.

5 . Repeat.

12.2 Case Study I: The Ising model

For our first case study using the technology above, let’s study the Ising model, which is typically
introduced as a toy model for magnetic systems. Schematically depicted in Fig. 12.2, the Ising
model consists of a set of N spins, u = {s;}. There are 2V possible states x, and so clearly for a
lattice of even quite modest size there are more states than we could even enumerate, let alone
actually actual work with. This is a canonical use case for MCMC-based sampling: we’ll use the
Metropolis algorithm to generate a sequence containing a tiny fraction of the possible states,
but we will generate them with the correct distribution of probabilities.

These spins interact with their neighbors, and may also be coupled to an external magnetic
field. The Hamiltonian governing the spins is

H = —JZ SiSj - hz Si, (126)

(i) i

where J determines the strength of the spin-spin interaction, & is the external field, and )’ @i
indicates a sum over all spins i and j that are neighbors of each other. This model has many
variations”®, but for now we will focus on the simplest case of nearest-neighbor spins with
constant J on a hyper-cubic lattice.

%Is J the same for all pairs of spins? What lattice do the spins live on? Should neighbors only be nearest-
neighbor, or should we include other interactions?
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Figure 12.2: (Left) A schematic representation of the square lattice Ising model. (Right) On
each site “spins” are either up or down, corresponding to s; = *1. Sites with a bond between

them are included in the term which sums over neighboring sites in the Hamiltonian.

The Ising model

Although seemingly simple, this model is connected to some of the deepest insights
in 20th century physics. It was introduced by Wilhelm Lenz [63], and Lenz’s stu-
dent’s dissertation constructed the exact solution for a one-dimensional lattice [64].
Ising stopped doing research, partly because he thought he had proved that the
model he spent so much intellectual effort on had no physical relevance®; only much
later in life did he find out that this model had become incredibly influential and,
indeed, a cornerstone that helped build modern statistical physics.

%His career was also tragically cut short by religious persecution. He was forbidden from teaching
and conducting research, fled Germany, and performed forced labor dismantling the Maginot line
railroad before eventually emigrating to the US [65].

12.2.1 A top-down design

Let’s implement a Metropolis Monte Carlo simulation of the simple Ising model on a hyper-
cubic lattice, but lets do so in a way that anticipates some of the natural ways we might want
to extend it. Just as in Chapter 8, we’ll think about a flexible top-down design: we’ll first think
about how we want to structure a single metropolis_step!, and what that design contract in turn
guides the rest of our lower-level implementation. Throughout we’ll lean on multiple dispatch
to write general code that nevertheless efficiently specializes on the particular structures we
want to work with.

We begin by thinking through what the general statement of the Metropolis algorithm tells
us we will need. Clearly we will need something for the state of whatever system we have under
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study, and we will need a way of implementing the proposal function, g, that can suggest a
state i’ given the state u;. We also need a way of calculating differences in energy - and hence
energies in the first place, and then an implementation of the acceptance function A. Without
even knowing that we have a lattice model in mind, we can already directly write this high-level
description:

function metropolis_step!(system, hamiltonian, move::AbstractMCMove;
B=1.0)
trial_move_info = propose_move(system, hamiltonian, move)

AE = calculate_AE(system, trial_move_info, hamiltonian, move)

if AE <= 0.0 || rand() < exp(-B * AE)
accept_move! (system, trial_move_info, move)
end
return nothing
end

Code block 12.1: A possible implementation of a general step in a Metropolis Monte Carlo
simulation.

12.2.2 System data structures

As before, the very first thing our high-level API tells us we need is a “system,” and we could
go in many different directions here. This is a key point in our work where we could try to
write hyper-specialized code for the square lattice Ising model above, or try to write something
extremely generic but not necessarily particularly performant, and so on. In this case, let’s
allow ourselves to be guided by the knowledge that we’ll certainly be studying lattice-based
spin systems, but we also have spent time thinking about particle based systems. It might be
interesting to be able to compare both an ODE- and Monte-Carlo-based approaches to a particle
system, so even though this case study is for a lattice model, let’s make sure we can handle
different types of systems.

Not a problem. Let’s begin by setting up some basic lattice functionality, and then build a
system on top of that foundation. We’ll start with an abstract lattice type, and some of the basic
functions we will be sure to implement for any concrete lattice we want to study:

abstract type AbstractlLattice end

function num_sites(lattice::AbstractLattice) end

function neighbors! (lattice: :AbstractLattice, site::Int) end

Here we see the first concession to generality: in a fixed lattice there might not be a need for
neighbors! function: the neighbors of each site in the lattice are fixed forever! Why, then, are
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we defining a mutating function? It’s because if we want to use our code to also work for a
dynamical particle system, our eventual calculate_AE function needs an interface that can
work for systems whose neighbors can change at every time step. This is a real-world design
trade-off that both illustrates the “meet-in-the-middle” design process and the potential cost of
abstraction: do we prioritze maximum performance for a specific case, or do we build a more
general interface that can be reused for other problems?

struct HypercubiclLattice{D} <: AbstractLattice
dims: :NTuple{D, Int}
neighbors::Vector{Int}
neighbor_list::Vector{Vector{Int}}

end

function HypercubicLattice(dims::NTuple{D, Int}) where {D}
N = prod(dims)
neighs = Vector{Int}(undef,2xD)
neighbor_list = [Vector{Int}() for _ in 1:N]
cartesian_indices = CartesianIndices(dims)
linear_indices = LinearIndices(dims)
for i in 1:N
current_idx = cartesian_indices[i]
for d in 1:D
for offset in (-1, 1)
mod_offset = modl(current_idx[d] + offset,dims[d])
neigh_idx = Base.setindex(current_idx, mod_offset, d)
push! (neighbor_1list[i], linear_indices[neigh_idx])
end
end
end
HypercubiclLattice{D}(dims, neighs,neighbor_list)
end
num_sites(lattice: :HypercubicLattice) = prod(lattice.dims)

function neighbors!(lattice: :HypercubiclLattice, site::Int)
lattice.neighbors .= lattice.neighbor_list[site]
end

. J

Code block 12.2: A concrete Hypercubic lattice with precomputed nearest neighbors. Please
forgive the abuse of consistent indentation — I wanted all of these lines to fit onto a single line
of text in these notes.

Code block 12.2 gives an implementation of a lattice of fixed (nearest-neighbor) topology
that, nevertheless, is optimized to compute nearest-neighbor lists without allocations®.

“Whether this is, in fact, the optimal approach might depend on the details. Perhaps precomputing neighbor
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This is most of the work we need to do for now; with a lattice defined we can set up a simple
system of spins that includes both the spins (of different possible types!) themselves and the
lattice they live on.

abstract type AbstractSystem end

struct SpinSystem{T, L <: AbstractlLattice} <: AbstractSystem
spins::Vector{T}
lattice::L

end

12.2.3 Monte Carlo moves

Next we could tackle the Hamiltonian and the corresponding energy function (which is the next
argument in the metropolis_step! function), but since it’s needed on the first line let’s look
ahead to the move: : AbstractMCMove and propose_move functions. We discussed earlier that
there is a tremendous flexibility in what the proposal function g in the Metropolis algorithm
can actually be: it could propose completely new states uniformly regardless of the current
state of the system, or it could propose the most minor changes to the current state, or anything
in between. The choice will strongly influence how quickly the sequence of states converges to
the stationary distribution, and how correlated the sequence is, but choosing a good proposal
function is part of the art of Monte Carlo methods. We’ll make sure we set up the technology
to implement different proposed types of state changes, and then concretely implement the
simplest possible MC move for an Ising model: picking any single spine and flipping its sign.
The types might look like this:

lists is better, or perhaps using the logic of the lattice to recompute neighbor indices on the fly is better than memory
lookups. As always, if you are interested in this level of optimization you should measure and benchmark.
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abstract type AbstractMCMove end
struct SingleSpinFlip <: AbstractMCMove end

struct SpinFlipInfo
index::Int
end

function propose_move(system::SpinSystem{T}, hamiltonian,
move: :SingleSpinFlip)
random_index = rand(1:length(system.spins))
return SpinFlipInfo(random_index)
end

function accept_move! (system::SpinSystem{T}, move_info::SpinFlipInfo,
move: :SingleSpinFlip) where {T <: Integer}
system.spins[move_info.index] *= -one(T)

end

You can see that, while we were at it, we defined not only the idea of a “single spin flip” MC
move, but also the information that gets returned from the propose_move function, and what
it would mean to accept a proposed move.

12.2.4 Energy calculations

All that remains for a complete implementation are the structures that encode a Hamiltonian
and the functions that compute energy differences! For the first, we can set up a standard type
hierarchy of abstract and concrete ways of calculating the energy — concrete Hamiltonians are
where we’ll store the parameters themselves — along with the function we’ll need to implement
for each concrete type:

abstract type AbstractEnergy end

# function we'll need to define for each concrete Hamiltonian:

function calculate_AE(system::AbstractSystem, move_info,
h::AbstractEnergy, move::AbstractMCMove) end

For our nearest-neighbor Ising model, the corresponding concrete struct and implementa-
tion of the AE calculation when a spin is flipped is shown in code block 12.3.

And with that, we’re done! We have a complete, still efficient implementation of a Metropo-
lis simulation of the Ising model on a hypercubic lattice. It may have taken us slightly longer
to build this than the monolithic script would have been, but still: in less than 100 lines of code
we have a structure that, as we’ll see in the next case study, is actually very easy to generalize
to other systems!
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struct IsingHamiltonian{T} <: AbstractEnergy
J:o:T
h::T

end

function calculate_AE(system::SpinSystem, move_info::SpinFlipInfo,
ham: :IsingHamiltonian, move::SingleSpinFlip)
neighbors! (system.lattice, move_info.index)
spin_i = system.spins[move_info.index]

neighbor_sum = sum(@view system.spins[system.lattice.neighbors])
AE = 2.0 % spin_i * (ham.J * neighbor_sum + ham.h)
return AE

end

\ J

Code block 12.3: A concrete IsingHamiltonian structure, and the corresponding (fairly sim-
ple!) calculation of how much the energy changes when a spin is flipped.

12.2.5 Analyzing MCMC data

We have a nice, modular framework, and running this simulation will produce a long sequence
of states, {ug, M1, U2, --.}. The central promise of the Metropolis method is that after a long
enough number of iterations this sequence is a representative sample from the Boltzmann
distribution. But how do we actually turn this raw sequence of microscopic configurations into
meaningful measurements for macroscopic observables, such as the average magnetization
(M)? The naive approach would be to calculate the magnetization M = Zf\r s; for every state
in our sequence and take the average. This is dangerously wrong.

The first problem is the same one we encountered in our particle-based simulations. Our
simulation began from an artificial initial state — artificial because we probably did not pick a
representative configuration that has a high likelihood of appearing in the steady-state distri-
bution. As the simulation runs, the system must “relax” or “thermalize” as it moves from this
unusual initial state to a statistical steady state. If we were to include this early set of states in
our average, the memory of the initial conditions would bias the final result, but the solution
is simple: as before, we discard these initial samples. As before, the standard practice is to mon-
itor a bulk observable as a function of the number of Monte Carlo steps, measure a timescale
associated with the decay of this observable to its equilibrium value (Fig. 10.3, and discard all
states in the first several multiples of this time scale.

The second problem is more subtle. After discarding the initial equilibration data, it would
be tempting to take the remaining samples and then calculate the average and standard error of
the mean. But this is also wrong: by their very construction, Markov chains generate a sequence
of correlated states'®. For instance, in the single-spin-flip version of the code above, state u;,;
is either exactly the same as state u;, or it is different in the value of exactly one spin.

101ndeed, this is a live issue when studying molecular dynamics: configurations separated by a short time are
also highly correlated with each other.
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Figure 12.3: The autocorrelation function in the two-dimensional Ising model with J = 1,
h = 0, at various temperatures, as measured via MC simulations on a 50 X 50 lattice.

These are hardly independent samples, and if treated them as independent we would radi-
cally underestimate the true statistical error in our measurements. That is: our error bars would
be meaninglessly small, leaving us with a completely false sense of precision.

Instead, we have to actually (again) measure how long the memory of a typical state in the
sequence persists. We can quantify this with an autocorrelation function, C(¢), associated with
some observable. For an observable like the magnetization, M(t), we can define the autocorrela-
tion Cy,(t) by first defining the average (M), where (...) means to average over all configurations
at time ¢, within equilibrated set. We then define the instantaneous fluctuation of the observ-
able, SM(t) = M(t) — (M). Finally, we measure the correlations of these fluctuations, which
are then typically normalized so that the function begins at one:

(6M(tg)SM(ty + 1))

Cp(t) == (@M ,

(12.7)

Figure 12.3 shows a few such autocorrelation functions at different temperatures in a two-
dimensional Ising model

This function measures how correlated the fluctuations in magnetization are with them-
selves, separated by a “time” of t MC steps. We have normalized the function so that C(0) = 1,
but that is just a convention. Such functions typically decays exponentially'®!, giving us a char-
acteristic autocorrelation time 7. This is, roughly speaking, the number of MCMC steps we
have to take before the system has “forgotten” an earlier state, and thus after which we can
imagine that we have gathered another independent sample for our measurement.

The practitioner’s analysis pipeline

Putting this all together, we have the following very standard pattern:
1. Generate: Run long MCMC simulations, saving the state (or the observables
you care about) frequently.

.

101perhaps you are detecting a theme, here
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2. Equilibrate: Plot the observable versus the number of MC steps, identify the
equilibration time ¢.,, and ignore all data generated before this point in the
following.

€q’

3. Decorrelate: Calculate the autocorrelation time, 7, for the remaining equili-
brated data.

4. Decimate: Create a smaller data set of effectively independent samples by
taking data points from the equilibrated trajectory only every 7 (or every 27,
or every 37, etc).

5. Evaluate: Calculate the average and the standard error of the mean only on
this final data set.

12.3 Case Study II: Particle-based systems

While spin systems are a canonical use case for Metropolis Monte Carlo, the algorithms is much
more general. We can apply the exact same MCMC machinery to the kinds of particle-based
systems we studied in Module II, providing a powerful alternative to the molecular dynamics
methods we developed there.

The goal, here, is fundamentally different. In MD we integrated the equations of motion
to follow the true, physical evolution of the system over time, generating a trajectory. In MC,
our goal is to correctly sample the equilibrium distribution of configurations. The sequence of
states in an MCMC simulation is a carefully constructed random walk through phase space,
and not a physical path. While we often talk about “Monte Carlo time” - typically the number
of Metropolis steps taken - this is merely a measure of computational effort and not a faithful
representation of the dynamics of the system over actual time.

Part of the beauty of the modular framework we have built is that we can implement this
entirely new simulation paradigm by reusing almost all of our existing code. The logic for
particle data structures, periodic boundary conditions, and potential energy calculations from
Chapter 10 can and should be directly reused. With that as a foundation, we only need to write
a few new methods to define the Monte Carlo “move” in this case, and we’ll have a complete,
functional simulation.

12.3.1 Implementation details

First, we define our ParticleSystem and Partictle structs exactly as we already have. We’ll

even make the decision to keep the velocity field in the particles; while it will go unused in

our pure MC simulation, keeping the data structure the same ensures compatibility'?2.

192 And allows for future extensions, such as “hybrid Monte Carlo” methods [66].
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struct Particle{D,T}
position::SVector{D,T}
velocity::SVector{D,T}
mass::T

end

struct ParticleSystem{D,T} <: AbstractSystem
particles::Vector{Particle{D, T}}
boundary_conditions: :AbstractBoundaryConditions
end

Let’s define the concrete MC move we will use for our particle-based simulations. One
choice, analogous to the single spin flips in the Ising model, is to randomly displace a particle
by some amount. This structure holds a key parameter — the maximum displacement in any
direction that we will propose — which will be important to tune so that the system can explore
a reasonable amount of phase space and that move get accepted a reasonable amount of the
time.

struct SingleParticleMove{T} <: AbstractMCMove
max_displacement::T

end

struct ParticleMoveInfo<{D, T}
index::Int
new_position::SVector{D,T}

end

The proposal and acceptance functions are straightforward implementations that dispatch
on this new move type, with the proposal function returning new structure that, as before,
contains the information needed to accept a move if the Metropolis criteria is satisfied.
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function propose_move(system::ParticleSystem{D,T}, hamiltonian,
move: :SingleParticleMove) where {D,T}

idx = rand(1:length(system.particles))

p_old = system.particles[idx]

random_vec = rand(SVector{D,T}) .* 2.0 .- 1.0
displacement = random_vec * move.max_displacement

return ParticleMoveInfo(idx, p_old.position + displacement)
end

function accept_move! (system::ParticleSystenm,
move_info: :ParticleMoveInfo, move::SingleParticleMove)

p_old = system.particles[move_info.index]
p_new = Particle(move_info.new_position, p_old.velocity,
p_old.mass)

system.particles[move_info.index] = p_new

end

To handle the physics, we introduce a ParticleHamiltonian that holds an instance of a
new potential type. This allows us to plug in a LennardJones struct, a HarmonicRepulsion
struct, or any other potential that conforms to our interface. It’s one extra layer of indirection,
but it allows us to decouple the physical law from the simulation algorithm, exactly as we might
want

abstract type AbstractHamiltonian end

struct LennardJones{T} <: AbstractHamiltonian
epsilon::T
sigma::T
cutoff_sq::T

end

struct ParticleHamiltonian{P<:AbstractHamiltonian} <: AbstractEnergy
potential::P
# Additional structures for, e.g. for cell list calculations

end

Finally, we implement the function to calculate the change in energy associated with our
proposed move. We adopt the strategy of computing the contribution to the system energy due
to the selected particle - not the total energy of the system! - and then recompute what would
happen if we temporarily place the particle at the proposed new position. Even for this step we
should be sure to reuse all of our (e.g.) cell list technology to make the calculation as efficient
as possible, and then we should be absolutely sure to restore the system to its original state
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before returning the energy difference. This allows us to reuse a set of helper functions while
also correctly calculating the E needed for the Metropolis acceptance criteria.

function calculate_AE(system::ParticleSystem, info::ParticleMovelInfo,
ham: :ParticleHamiltonian, move::SingleParticleMove)

particle_idx = info.index
# A helper function we need to write
E_old = _particle_energy(info.index, system, ham)

p_old = system.particles[info.index]
p_ghost = Particle(info.new_position, p_old.velocity, p_old.mass)

system.particles[info.index] = p_ghost
E_new = _particle_energy(info.index, system, ham)

system.particles[particle_idx] = p_old
return E_new - E_old
end

12.3.2 Comparing Methods: MC vs. MD

We have now spent time developing two complete simulation engines - MD and MC - that can
be applied to study the same particle fluids. When we run both simulations at the same state
point (NVT) and calculate structural properties like the radial distribution function, we expect
to get results that are statistically identical. This is both a profound validation of both methods,
and also a beautiful demonstration of statistical physics: two completely different microscopic
processes (deterministic time evolution and a stochastic random walk) have converged to the
same equilibrium structure.

Both methods work, so — you might ask — which is better? The answer depends on the
scientific question you are trying to get at, as they provide fundamentally different kinds of
information. MD generates trajectories, and so it is the correct way to study dynamical prop-
erties directly: diffusion, viscosity, relaxation times, and so on. It’s main disadvantage is that,
for system with large energy barriers between different states, it can take an extremely long
time for the natural dynamics of the system to explore the entire relevant parts of phase space.
In contrast, as we’ve emphasized, MCMC generates a sequence of configurations, and knows
nothing about real time. However, because its “moves” are not constrained to lie along physical
paths, you can invent Monte Carlo moves that much more quickly sample complex phase spaces.
This can make MC methods much more efficient than MD for constructing phase diagrams,
evaluating free energies, or finding the equation of state of some system.

In short: they are not really competitors — they are complementary tools. MD tells you how
a system gets from state A to B; MC is a powerful shortcut for figuring out the properties of A
and B themselves.



Chapter 13

Hamiltonian Monte Carlo and Bayesian
inference

In the previous chapters we developed and compared two different simulation paradigms:
molecular dynamics, which follows physical trajectories of a system, and Monte Carlo, which
performs statistical random walks to explore the steady state distribution of configurations.
Notably, in Metropolis Monte Carlo we are free to be wildly creative in how we craft the proposal
function g(u — u'). This freedom will be the key to our next advance.

The standard Metropolis algorithms we introduced in Chapter 12 used simple, local propos-
als — flipping a single spin, or translating a single particle. These are powerful, but also suffer
from a potentially crippling inefficiency: they tend to perform very slow random walks around
local neighborhoods of configuration space. Especially in high dimensions, it can take a large
amount of time and computational effort for samples in our sequence of states to decorrelate.
Perhaps we could start designing smarter proposals, that make take us to distant states that are,
at the same time, very likely to be accepted? In this concluding chapter of Module III, we’ll
explore an interesting marriage of the MD and MC techniques we’ve been studying. We’ll use
the resulting methods to solve a canonical scientific task: estimating the parameters of a model
that best fit a set of data.

13.1 Hybrid Monte Carlo

In what may seem like a surprising detour, let’s first extend the code that performs our Metropo-
lis simulations of particle-based systems by introducing a new move. Rather than have the state
u' arise by picking a particle at random from configuration y; and translating it a little bit, Let’s
imagine starting at u; and generating a proposed state u’ by performing a molecular dynam-
ics simulation of some duration! Rather than just moving a single random particle by a small
amount as we did in Section 12.3, this new state involves all of the particles following some
physical dynamics to move to a new position. This will likely decorrelate the sequence of MC
states much more quickly than individual particle-based moves. We can also do this in a way
that yields a high acceptance probability for our proposals: if we use symplectic integrators from
Section 9.2 we know that the energy of the system will be approximately conserved, and so the
energy differences between states will remain quite small.

162
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This idea of using Hamiltonian dynamics as part of MCMC was originally called “hybrid
Monte Carlo” [66, 67], and with the work we have do it is actually remarkably easy to implement.
As shown in code block 13.1, the primary task is to extend the AbstractMCMove part of our
type hierarchy by introducing a HamiltonianMove struct. Our strategy will be to store in this
structure all of the components — a way of calculating forces, a method of integration, etc -
that we need to plug into our existing API for running MD simulations. As has sometimes
been the case, we will make a concession to performance in these definitions: since the “move
information” would in principle need to contain the entire configuration of the system, and it
would be expensive to copy that much data all of the time, we keep a scratch space for data in
the HamiltonianMove struct itself.

s N

struct HamiltonianMove{F <: AbstractForceCalculator,
I <: AbstractIntegrator, D, T} <: AbstractMCMove
force_calculator::F
integrator::I
temperature:: T
time_step_size::T
n_steps::Int
scratch_system: :ParticleSystem{D, T} #to avoid making copies
end

struct HamiltonianMoveInfo{T}
delta_e::T
end

Code block 13.1: A kind of MC move that involves simulating a particle system via molecular
dynamics.

The one potentially unexpected wrinkle we have introduced here is at the beginning of
the propose_move function: before launching our simulation we randomize particle velocities
by drawing them from the appropriate Maxwell-Boltzmann distribution. Why? Well, molecu-
lar dynamics is in the “Hastings” regime of Metropolis-Hastings, in that outside of extremely
unusual pairs of states there is no reason to think that MD will result in a symmetric pro-
posal distribution: g(u — u') # g(u’ — u). For such asymmetric proposals the acceptance
probabilitiy must be [62]

p(u")glu’ — u))
" pgu = w) )

That seems to be a problem: if we maintain the particle velocities, MD is deterministic — from
configuration u there is a state 4’ that MD always proposes, and in general if we have gone
from state u to u’ the odds that continuing the MD trajectory for the same amount of time will
take you from u’ back to u would require a laughably unlikely conspiracy. But if g(u’ — u) = 0,
we are left with an acceptance probability of zero; that doesn’t do anybody any good.

One elegant solution, outlined in code block 13.2 might be to have the proposed move
integrate the equations of motion forward and then flip all of the particle momenta. This

Ap - ') = min(l (13.1)
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function propose_move(system::ParticleSystem{D,T}, hamiltonian,
move: :HamiltonianMove{F, I, D, T}) where {F, I, D, T}
t = sqrt(move.temperature)
for (i, p) in enumerate(system.particles)
move.scratch_system.particles[i] = Particle(
p.position, randn(SVector{D,T}) * t/sqrt(p.mass), p.mass
)

end

old_energy = total_energy(move.scratch_system, hamiltonian)
run_simulation! (move.scratch_system, move.force_calculator,
move.integrator, move.time_step_size, move.n_steps)

new_energy = total_energy(move.scratch_system, hamiltonian)
return HamiltonianMoveInfo(new_energy-old_energy)
end

Code block 13.2: A propose_move function for hybrid MC.

would bring us back to a symmetric proposal distribution, but without further tinkering we
would end up constructing a Markov chain that only oscillated between two states. A better
solution is to recall that in our MCMC approach we are not trying to trace system dynamics,
we are trying to sample the phase space. The randomization of momenta at each step is what
allows the Markov chain to explore the space effectively, preventing it from getting stuck in
deterministic loops. That is, randomizing particle momenta before each MD run is a nice way
of simultaneously giving us a symmetric g and introducing enough noise to actually explore
phase space.

The acceptance step is then a standard Metropolis criteria, but because symplectic integra-
tors almost conserve the total Hamiltonian, the change in A7 will be small and the acceptance
probability will be high. This is the central trick of HMC.

13.2 Bayesian parameter inference

Forget something as specific as simulating particles for a moment. A much broader task that
arises in all of the sciences is inferring the unknown parameters of some model from a set of
(often noisy) experimental data. The traditional approach to this problem, which I suspect you
have already learned, is to cast parameter inference as a point estimation problem: given a
model and some data, what is the single best-fit set of parameters that minimizes the difference
between the model and the data. Perhaps the most common version of this is to perform a
least-squares fit, but more generally one can define a loss function on the difference between
the model and the data and try to minimize the loss function with respect to the model’s
parameters.

Bayesian inference offers an alternate perspective. Rather than trying to find the single
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best-fit set of parameters, the goal is to construct the entire posterior probability distribution,

p(5 |D), which represents the probability of the parameter values 6 given the observed data D.
This distribution doesn’t just give us the most likely parameter values - it gives us the full range
of their uncertainties and any correlations that might exist between them.

The foundation for this approach is Bayes’ theorem [68, 69]:

p(D|6)p(6)
p(D)

You may not have seen this before, so let’s be clear on the notation and on the physical meaning

p(6|D) = (13.2)

of each of these terms. We’ve already mentioned the posterior, p(5|D), and we read those
symbols as “the probability of 6 given (or conditioned on) D” - this is the quantity we want to
compute. The likelihood p(D|5) asks, “Given a specific set of parameters 6 that go into a model
f(x, 5), what is the probability of observing our actual data D?”

Answering that question is where our physical model and our assumptions about exper-
imental noise enter. A common starting point is to assume that each of the N data points
y; € D all are subject to independent Gaussian noise of some standard deviation o. Under that
assumption, the likelihood is given by a product of probabilities:

N -
A (yl _ f(xi’ e))Z
P(D|6) x g exp ( S (13.3)

The next components of Eq. (13.2) is the prior, p(é). The prior represents our knowledge
about the parameters before we see the data: we might have a “flat” prior if we really have no
idea of what the parameters cold be, or an “informed” prior if we have some physical constraints
on (e.g., by symmetry) or other knowledge of the values the parameters can take. Finally we

have the evidence, p(D) = [ p(Dlé) p(é) dé, which appears as a normalization constant.

The structure to really burn into your brain is posterior « likelihood X prior. The evidence
is a normalization constant that, much like the partition function Z in the previous chapter,
is in generally impossible to actually compute. But just like Z, we don’t actually need it for
sampling! If we use MCMC to explore the space of model parameters, we can make sure that
we only ever care about ratios of the posterior, for which the normalization factor cancels out.

While a standard Metropolis random walk could (in principle) explore this parameter space,
for even modestly complex models it becomes incredibly inefficient. The simple local moves
that work well for the Ising model turn out to be poorly suited to navigating the complex and
often strongly correlated “landscapes” of posterior distributions. This inefficiency is not just
an inconvenience: it is often the primary barrier to performing a Bayesian analysis at all. This
sets the stage for our final application: using a surprising but physically-motivated MCMC
algorithm for our Bayesian inference tasks.

13.3 Hamiltonian Monte Carlo

The core idea is going to be to map the Bayesian inference problem onto a Hamiltonian frame-
work [66, 49, 67]. We imagine that the parameters of the model, correspond to the “positions”
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of some fictitious particles (typically of unit “mass”), and we furthermore invent some fictitious
“momenta,” {p;} as addition degrees of freedom. We’ll assume these fictitious momenta have a
standard kinetic energy term, K = 3. p; 2/2. Finally, we want the system to be drawn to areas in
which the posterior is large (i.e., hkely values of parameters given our data), so we will invent
a “potential energy” for our system:

U(6) = —log p(8|D). (13.4)

This negative log-posterior function, indeed, has “energy minima” at probability maxima.
From here, we can directly plug into our hybrid/Hamiltonian Monte Carlo framework. The
one caveat is that Eq. (13.4) is a potential energy rather different from the pairwise potentials we
have studied in the context of more normal particle systems. Rather than being a pair-potential,
the data almost certainly couple all of “positional” degrees of freedom together (c.f. Egs. (13.2)

and (13.3)). Thus, the calculation of the “force,” F = —VU(G) = Vlog p(6|D) is often a bit
thorny.

's N

HMC for inference

In the context of our Bayesian inference problem, the HMC algorithm becomes:
1. Start at parameter state 6.

2. Assign random momenta to the parameters, drawing each from a zero mean,
unit variance normal distribution.

3. Calculate the current E )y = H (5, p) = —log p(§|D) + K(p).

4. Simulate Hamiltonian dynamics for M time steps with At = ¢ using a sym-
plectic integrator (e.g., velocity Verlet), to get {6, p'}.

5. Calculate E, o, = H(&', P').

6. Accept the state 6’ with probability min (1, 2%
Key parameters that require tuning for specific models, priors, and data are the step
size and the integration time, At and M.

13.3.1 Case study: inferring exponential decay

Let’s pause and apply this framework to a common, simple problem we’ve discussed several
times in the last few chapters: determining the parameters of an exponential decay from noisy
data. Perhaps we’ve measured some quantity y at various times ¢, and we believe that the
underlying process is actually exponentially decaying:

y(t) = ae~?t, (13.5)

Our goal is to infer the initial amplitude a and the inverse timescale b from a set of N data
points, (t;, y;), assuming that we know the measurement noise (which we will here take to be
independent Gaussian noise whose standard deviation is o).
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First, for this model we can transcribe Eq. (13.3) and (up to a constant) write the log-

likelihood:

1 N

log p(D|a, b) = ~5o3 Z (yi — ae‘bt)2
i=1

We also need to specify our priors: what do we know or believe about the parameters a and
b? Simple, relatively uniformative choices might be that they are positive numbers that we
otherwise know nothing about:

p(a) x1 fora>0; p(b)x1 forb > 0.

Combining these and ignoring the constants, we want to sample
1 N
~ L —bt;\2
log p(a, b|D) ~ = izzl(yl ae~?)* (fora > 0,b > 0) (13.6)

This combination of model, likelihood, and prior is one of the few where we can analytically
write down the gradient that we need in order to run our “molecular dynamics.” We have:

w1
. G_Z e~bti (y, — ae~bt) (13.7)
WU -1 .
3 —ZZ i (yi — ae™™) (13.8)
(13.9)

With this in hand, we can directly follow the HMC algorithm above. Starting with some
relatively arbitrary initial parameter values, we choose our HMC parameters, implement a
LogPosteriorHamiltonian for our specific model and then run the metropolis_step! ()
many times.

The output, as with any MC simulation, will be a long list of samples. We need to check
for convergence, and measure autocorrelation times to get independent samples. But having
done so, we are in a position concretely understand how the space of models intersects with
our data. We could create a 2D histogram of the accepted {a, b} samples - the densest region
should be centered around the true values, and the shape of the distribution reveals both the
uncertainties we should have and any correlations between a and b. One would typically find
the marginal posterior distributions - the histograms of just the a values and of just the b values
- and calculate / report the mean value along with other standard statistical measures.

Let’s see what this starts to look like in our code. The first thing we want to do is add new
structs that fit into our type hierarchy for both the metropolis acceptance step (for which we
need a concrete AbstractEnergy which we will dispatch on to compute changes in energy)
and for the MD step (for which we need a concrete AbstractForceCalculator on which we
can dispatch to compute the forces).
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struct LogPosteriorHamiltonian{M,P} <: AbstractEnergy
data::Vector{Vector{Floaté4}}
data_sigma: :Floaté4
model: : M
prior::P
end
struct LogPosteriorHamiltonianExpModel{E <: AbstractEnergy}
<: AbstractForceCalculator

end

\

J

These simple versions represent relatively hard-coded versions of these structs — our con-
crete energy struct has data, a kind of error term for the data, and space for model and prior
functions, but the concrete force calculator is quite specific. Code block 13.3 shows an imple-
mentation of the compute_acceleration! function that dispatches on our exponential model.
That code block in particular probably feels a bit different than most of the code we’ve been
writing: rather than a generic function it is hyper-specialized (in this case, for (1) a simple
exponential decay model, (2) errors in the data assumed to be independent Gaussians of the
same variance, and (3) a flat prior on the model parameters).

~
mon

Specialized: exp model, indep gaussian errors, and a flat prior
function compute_acceleration! (accelerations::Vector{SVector{D,T}},
system: :ParticleSystem{D, T, B},
calculator::LogPosteriorHamiltonianExpModel) where {D,T,B}
a = system.particles[1].position[1]
b = system.particles[2].position[1]
sigma_squared = calculator.U.data_sigma”2
acceleration_a = zero(T)
acceleration_b = zero(T)
for d in calculator.U.data
common_factor = exp(-b*d[1]) * (d[2] - axexp(-b*xd[1]))
acceleration_a += common_factor
acceleration_b -= a * d[1] * common_factor

end

accelerations[1]

accelerations[2]

return nothing
end

SVector{l,T}(acceleration_a / sigma_squared)
SVector{1,T}(acceleration_b / sigma_squared)

Code block 13.3: A calculate_acceleration function for HMC, concretely implementing
the mapping from a very specific Bayesian log posterior to the gradient of a energy functional.

It’s a little bit inelegant, and yet we can actually tie all of these components together! We can
use the same, e.g., VerletIntegrator we introduced in Chapter 9 with our new “gradient of
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the log posterior for the exponential model” ForceCalculator to do the molecular dynamics
that represent each metropolis step, and tie it together with exactly the same MCMC code we
wrote in Chapter 12. Figure 13.1 shows some of the results of such an analysis, in which the
above machinery is applied to “fake data” generated by adding adding uncorrelated Gaussian
noise on top of an exponential model.

Noise parameters

This has been a simplified, extremely idealized setting. For instance, it is rare that
we have the luxury of actually knowing the true distribution of errors to use for
our likelihood function in Eq. (13.3). Much more commonly the noise parameters
(like o) are treated as additional unknown parameters in our model, each with its
own prior distribution. This additional complexity fits seemlessly into the HMC
framework: we account for these extra parameters when defining the negative log-
posterior and calculating its gradient, we we then aim to infer the joint posterior
distribution for both the model parameters and the noise parameters.

3.0

=20

parameter value

0 200 400 1.0 1.2 1.4 1.6 1.8
t a

Figure 13.1: Bayesian inference of model parameters (Left) traces of the sequence of param-
eter values after each metropolis step in an HMC algorithm applied to data generated by adding
noise on top of an exponentially decaying function. (Right) the trajectory of model parameter
points after each metropolis step, with two different values of the HMC tuning parameters (At
and M).

13.4 Flies in the ointment

Using Hamiltonian Monte Carlo for model parameter inference is a powerful, principled tool
in the scientific toolbox. It is, however, not without some sticking points.

13.4.1 The trouble with tuning

First, the trouble with those tuning parameters: how exactly should we choose the integration
time and the total run length? These are completely fictitious parameters — we are using artificial
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Hamiltonian dynamics to sample space, but its not like the model for our data actually has
Hamiltonian dynamics - so other than “the Markov chain generates independent samples
cheaply” there are precious few objective criteria to help us determine them.

Manually tuning them is challenging. For At, too small a value means a very slow, com-
putationally costly exploration of parameters space; too large a value means the integrator
error grows and the acceptance rate goes down. For M, too few total steps just performs an
inefficient random walk; too many total steps tends to result in trajectories that “U-turn” back
on themselves, wasting a lot of our computational effort. What a headache.

A state-of-the-art solution to this problem are techniques like the “No-U-Turn Sampler”
(NUTS) [70]. At a high level, the basic idea of it is to adaptively, automatically choose how
long to run the Hamiltonian trajectory for each proposal. It does this by building a trajectory
and stopping when it detects that the path is starting to “turn back” on itself (a tricky thing
to quantify in high-dimensional model spaces!). The payoff, though, is that this completely
removes the need for manual tuning of HMC parameters, making Bayesian inference accessible
and robust for a wide range of problems!®?

13.4.2 The problem with partials

The other problem is related to computing the gradient of the negative log-posterior function
we use as the potential energy in our Hamiltonian dynamics. Even in the simplest possible case
- an exponential model, completely flat priors, and independent Gaussian errors in our experi-
mental data - computing the relevant partial derivatives with respect to model parameters is
at least a little bit tedious to do and error prone to encode. It also feels unsatisfying. One can
imagine a vast zoo of potential models you might want to use to fit to data, a similarly large
space of possible priors you might have, and a range of ways that the error in the likelihood
function might work - do we really have to write down a different concrete implementation
of the compute_acceleration! function for every single one of these variations? Fortunately,
there is an unexpected computational tool that will swoop to the rescue, enabling us to com-
pute the gradients of complex log-posteriors just as readily as we can write down new models.
Prepare for Module V!

103j.e., you can and should turn to off-the-shelf solutions for your actual research.
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